Slice buffer design
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# Overview for new design

## Origin design

SSlice\* pSliceInLayer // slice buffer for all slices in layer

### 1.1.1. Single thread
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### 1.1.2. Multi thread
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**reallocate** when current slice index larger than max slice num ,

--step 0: thread[0] detect that current slice index larger than max slice num;

--step 1: thread[0] need to wait thread[1] completed current slice encoding task

--step 2: thread[1] stop slice encoding and thread[0] reallocate slice buffer,

--step 3: thread[0]/thread[1] start to encode new slice
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## 

## 1.2 New design in review

SSlice\* pSliceInLayer; //will be removed and replaced by pSliceInThread[]

SSlice\*\* ppSliceInLayer; // point to actual slice buffer

//based on slice index

SSlice\* pSliceInThread[MaxThreadNum]; // actual slice buffer

### 1.2.1 Single thread
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### 1.2.2. Multi-thread

Slc0

Slc1

Slc2

Slc3

Slc4

…

ppSliceInLayer

pSliceInThread[0]

Slc4

Slc2

Slc0

…

Slc1

Slc3

Slc5

…

pSliceInThread[1]

**for reallocate**, each thread will do it independently, and will update ppSliceInLayer by ***main thread*** when all slices in layer are encoded.
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# 2. Slice Buffer and thread

## 2.1 Before encoding one layer

the status of slice buffer and thread :

example:

thread: 3 threads

slices: 9 slices in layer

bThreadBufferUsage[iThrdIdx] = false

**Slice buffer**
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## 2.2. Normal case for thread index and slice buffer index
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Final map for thread index and slice buffer index, slice index
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## 2.3. Slice num not the same among threads

case 1:
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case 2:
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Corner case 1, no encoded slice for one thread:
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Corner case 2, all slices encoded by one thread :
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## 2.4. Different thread index in the same slice buffer
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## 2.5. Slice index out-of-order case
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## 2.6. Dynamic slice mode case1

**Partition\_0**: **Slc0, Slc3**
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**Partition\_2:** **Slc2, Slc5, Slc8**

Slice\_Index = PartitonID + Partition\_Num \* Slice\_Index\_InPartition

Example: Slc7 = 1 + 3 \* 2

Slc5 = 2 + 3\* 1

Slice\_Index\_InLayer = PartitonOffset [Partiton\_ID]+ Slice\_Index / Partition\_Num

Here in example, PartitonOffset[0] = 0;

PartitonOffset[1] = 0 + 2 =2;

PartitonOffset[2] = 0 + 2+ 4 = 6;

Slc7 = PartitonOffset[1] + 7 / 3 = 2 + 2 = 4;

Which ppSliceInLayer[4] = Slc7
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## 2.7. Dynamic slice mode case2

**Thread\_0 encoded two partitions**

**while no partition for Thread\_2**

**Partition\_0**: **Slc0, Slc3**
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**Partition\_2:** **Slc2, Slc5, Slc8**

Slice\_Index = PartitonID + Partition\_Num \* Slice\_Index\_InPartition

Example: Slc7 = 1 + 3 \* 2

Slc5 = 2 + 3\* 1

Slice\_Index\_InLayer = PartitonOffset [Partiton\_ID]+ Slice\_Index / Partition\_Num

Here in example, PartitonOffset[0] = 0;

PartitonOffset[1] = 0 + 2 =2;

PartitonOffset[2] = 0 + 2+ 4 = 6;

Slc7 = PartitonOffset[1] + 7 / 3 = 2 + 2 = 4;

Which ppSliceInLayer[4] = Slc7
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# 3. Slice Buffer Update/Reorder

**3.1. Slice index in different slice mode.**

Dynamic slice mode

**Partition\_0**: **Slc0, Slc3**
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**Partition\_1:** **Slc1, Slc4,Slc7,Slc10**
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**Partition\_2:** **Slc2, Slc5, Slc8**
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# 4. Bs buffer design

## 4.1. Slice Bs buffer

**Slice Buffer**

**Recycle used**

1. For thread slices

pCtx->pSliceThreading->pThreadBsBuffer

2. Single thread,

replace by pOut->pBsBuffer

SWelsSliceBs sSliceBs

SBitStringAux\* pSliceBsa

……

……

iStartPos

iPayloadSize

pRawData

pEndBuf

pCurBuf

pStartBuf

iIndex

iLeftBits

uiCurBits

iBits

sNalExt

iNalIndex

sNalList[2]

pBs

uiSize

sBsWrite

iNalLen[2]

pBsBuffer

uiBsPos

pRawData

iPayloadSize

iStartPos

sNalExt

Slice Bs which will be write to layer bs buffer

sNalUnitHeader

bIdrFlag

uiPriorityId

iNoInterLayerPredFlag

uiDependencyId

uiQualityId

uiTemporalId

bUseRefBasePicFlag

bDiscardableFlag

bOutputFlag

uiReservedThree2Bits

uiLayerDqId

bNalExtFlag

uiForbiddenZeroBit

uiNalRefIdc

eNalUnitType

uiReservedOneByte

## 4.2. layer bs buffer

## 4.3. Slice layer buffer update